CHAP III NOTION DE VARIABLES ALEATOIRES ET DE LOI DE PROBABILITE

1. Généralité

Soit une épreuve probabiliste engendrant des événements E1, E2  ……….En

Si à chacune des événements, on fait correspondre un nombre, on dit que ce nombre est une variable aléatoire.

X = (x1, x2……………, xn)

Pour définir complètement une variable aléatoire, il faut définir l’ensemble des valeurs possibles qu’elle peut prendre, ainsi que les probabilités correspondantes.

Exemple : Dans un jet de dé, l’expérience donne lieu à six résultats distincts. Si le dé est parfaitement équilibré, chacun des résultats a pour probabilité .

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| X | 1 | 2 | 3 | 4 | 5 | 6 |
| pi |  |  |  |  |  |  |

On dit que X est une variable aléatoire et l’ensemble des couples (xi, pi) constitue par définition la loi de probabilité de la variable aléatoire X.

1. Variable aléatoire continue - Fonction de répartition

Au lieu de prendre seulement des variables aléatoires discrètes, une variable aléatoire peut dans certain cas prendre toutes les valeurs d’un intervalle fini ou infini.

Exemple : Considérons la taille des habitants d’une ville quelconque. La taille est une variable aléatoire qui peut prendre à priori n’importe quelle valeur entre un minimum m et une valeur maximum M.

Une telle variable aléatoire est appelée variable aléatoire continue. Sa loi de probabilité est déterminée si l’on connait pour tout intervalle (a,b) la probabilité que X soit comprise entre a et b, plus précisément :

Pr(a X b)

Cette loi de probabilité est complètement déterminée par la connaissance de la fonction

F(x) = Pr(X x) appelée fonction de répartition de la variable aléatoire X.
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En effet pour a b le théorème des probabilités totales permet d’écrire :

P(X b) = P(X a) + P( a X b)

ou

F(b) = F(a) + P( a X b)

ou encore

P( a X b) = F(b) – F(a)

Toute fonction de répartition possède les trois propriétés suivantes :

- F(+) = 1

- F(-) = 0

- F(x) est une fonction croissante de x

2- Valeurs caractéristiques d’une variable aléatoire

1. Variable aléatoire discrète

- Espérance mathématique
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La variable aléatoire x – E(x) est appelée variable aléatoire centrée. Son espérance mathématique est nulle.

E( x - E( x)) = 0

- Variance et écart-type

On donne le nom de variance ou moment centré d’ordre 2 et on note :

V(x) = 2  = (xi – m)2 = E(x2) – [E(x)]2

![](data:image/png;base64,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)

1. Variable aléatoire continu

L’espérance mathématique de X est défini par :

m = E(x) = f(x)dx

La variance de X est par définition :

V(x) = =

La variance peut être exprimée au moyen des moments non centrés d’ordre 1 et d’ordre 2 comme dans le cas de variable discrète.

2 = E(x2) – [E(x)]2

1. Variables aléatoires simultanées

Considérons le jeu simultané de deux dés. Les valeurs indiquées par chacun des deux dés sont deux variables aléatoires X et Y. On dit que ce sont deux variables aléatoires simultanés.

E(x + y) = E(x) + E(y)

V(x + y) = V(x) + V(y)

Exercice d’application :

Neuf chevaux, quatre blancs et cinq noirs pénètrent un à un sur la piste d’un cirque. Ils sont distincts les uns par rapport aux autres par leur équipement.

1. Combien existe -t- il de façons de les arriver sur la piste ?
2. On appelle X la variable aléatoire : nombre de chevaux blancs précédant le premier noir. Donner la loi de probabilité X
3. Calculer l’espérance mathématique de X et sa variance.

Solution :

1. Tout défilé de 9 chevaux correspond à un permutation d’un ensemble de 9unités. Il y a donc 9! façons de faire arriver sur la piste les neuf chevaux.

9 ! = 382 880 façons

1. Soit X la variable aléatoire nombre de chevaux blancs précédant le premier cheval noir. On a X = (0, 1, 2, 3, 4)
2. Pour X = 0, il y a 5 façons de débuter le défilé par un cheval noir. Il restera ensuite 4 chevaux blancs et 4 noirs que l’on peut permuter de toutes les façons possibles.

n0 = 5 x 8!

d’où P(x = 0) = =

1. Pour X = 1, c'est-à-dire un cheval en tête. Il y a 4 façons possibles et un cheval noir en 2ème position peut se produire de 5 façons possibles. Il reste 7 chevaux que l’on peut permuter de toutes façons possibles.

d’où n1  = x x 7!

P(x = 1) = = =

1. Pour X = 2 deux chevaux blancs doivent être en tête , donc façons possibles. Un cheval noir étant en 3ème position de façons possibles, les 6 autres chevaux pouvant être permutés de toutes les façons possibles.

d’où n2  = x x 6!

P(x = 2) = = =

1. Pour X = 3 trois chevaux blancs doivent être en tête , donc façons possibles. Un cheval noir étant en 4ème position de façons possibles, les 5 autres chevaux pouvant être permutés 5 ! façons possibles.

d’où n3  = x x 5!

P(x = 3) = =

1. Pour X = 4 par un raisonnement analogue

d’où n4  = x x 4!

P(x = 4) = =

La loi de probabilité de la variable aléatoire X se résume comme suit :

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| k | 0 | 1 | 2 | 3 | 4 | Total |
| P(X = k) |  |  |  |  |  | 1 |

1. Calcul de E(X) et V(X)

E(X) =

= =

E(X) =

V(X) = = -

V(X) =

1. LOIS DISCRETES USUELLES
2. LOI DE BERNOULLI B(0,1)

Considérons une expérience dont le résultat est aléatoire et soit A un

évènement défini sur cette expérience. Tout résultat de l’expérience est une

réalisation de l’évènement A ou de son contraire Ᾱ.

Posons :

P{A} = p

P{Ᾱ} = q

Nous avons P{A} + P{Ᾱ} = 1 soit p + q = 1

Exemple :

On lance un dé. Soit A l’évènement « valeur amenée A est 6 ». Ᾱ est l’évènement «  la valeur amenée est l’un des nombres 1, 2, 3, 4, 5 » Si le dé est parfaitement équilibré, nous avons :

P{A} = p =

P{Ᾱ} = q =

Lorsqu’on s’intéresse ainsi à un évènement A ou à son contraire Ᾱ. La réalisation de l’expérience est appelée **épreuve de Bernoulli.**

On peut associer à une épreuve de Bernoulli, une variable aléatoire X prenant k valeur 1 quand l’évènement A est réalisé et la valeur 0 quant c’est l’évènement contraire Ᾱ qui est réalisé.

Loi de probabilité de X est : P{X = 1} = p

P{X = 0} = q, avec p + q = 1

Une telle variable aléatoire est appelée variable aléatoire de Bernoulli et sa loi de probabilité est appelée loi de Bernoulli.

* Espérance mathématique

E(X) = p x 1 + q x 0

E(X) = p

Le moment d’mordre 2 ou espérance mathématique de est :

E() = p x + q x

E() = p

* La variance de X est alors

= E( ) - [  
 = p -

= p(1 – p)

= pq

Exercice :

A un concours se présentent deux fois plus d’hommes que de femmes. On tire une personne au hasard et on l’appelle X la variable aléatoire « nombre de femme »

1. Quelle loi suit la variable X ?
2. Calculer E(X) et

Réponse :

1. La population étudiée est composée de 2/3 d’hommes et 1/3 de femmes.

On tire une seule personne au hasard, donc la loi de X est la loi de Bernoulli.

1. Espérance mathématique

E(X) = p P(X = 1) =

Ecart-type

= x

= 0,471

1. LOI BINOMIALE β(n,p)

Considérons une suite de n épreuves de Bernoulli identiques. A chaque

épreuve nous appelons **succès** la réalisation de l’évènement A et **échec**  la réalisation

de l’évènement contraire Ᾱ.

Soit X le nombre de réalisations de l’évènement A ou le nombre de succès au cours

de n épreuves. X est une variable aléatoire qui peut prendre les valeurs 0, 1, 2, …. n.

Sa loi de probabilité est :

P{X = k} = pour k = 0, 1, 2, 3…….n

Cette loi de probabilité est appelée loi binomiale car on reconnait en le

terme général du développement du binôme de Newton.

En effet =

Puisque p + q = 1, l’identité ci-dessus exprime simplement que la somme des

probabilités correspondant aux différentes possibles de X est égale à 1.

Notons que la loi binomiale dépend de deux paramètres n et p

Espérance mathématique et variance

E(X) = np

V(X) = npq

Remarque : Comment reconnaître une loi binomiale

On a recours à une loi binomiale si :

1. On a affaire à une expérience aléatoire comportant deux modalités complémentaires A et Ᾱ avec P{A} = p et P{Ᾱ} = q et p + q = 1
2. On réitère l’épreuve n fois .
3. Les n réalisations sont indépendantes les unes des autres
4. La valeur de p n’est pas trop voisine de 0 ni de 1

La variable aléatoire a pour valeur le nombre de succès dans la suite de n épreuves.

Exercice :

On lance un dé 5 fois consécutivement et on s’intéresse à l’arrivée d’un nombre pair.

Le dé étant parfaitement équilibré, la probabilité d’obtenir un nombre pair est, pour

épreuve, égale à =

Quelles sont les probabilités associées aux diverses valeurs de X ? Donner la représentation graphique.

Réponse :

Le nombre de fois que l’on obtient un nombre au cours de cinq épreuve est une variable aléatoire X. Sa loi de probabilité est une loi binomiale de paramètres n = 5 et p =

P{X= k} = avec k = 0, 1, ……..5

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| K | 0 | 1 | 2 | 3 | 4 | 5 |
| P{X = k} |  |  |  |  |  |  |

5/32 --

1/32 --

0 1 2 3 4 5

Diagramme en bâton de la loi d probabilité β(n ;

Remarques :

1. La loi binomiale est symétrique lorsque p =  . En effet les deux termes équidistants des extrémités sont :

et

b- Lorsque p la loi binomiale devient dissymétrique. La valeur la plus probable est alors déplacée vers la gauche si p et vers la droite si p

1. LA LOI DE POISSON
2. Soit X la variable aléatoire pouvant prendre toutes les valeurs entières (variables discrètes) 0, 1, 2,…….. n avec les probabilités :

P{X = k} = avec k = 0, 1, 2,………n

où m étant un nombre positif

e la base de logarithme népérien e = 2,71828

Une telle loi de probabilité est appelée Loi de Poisson. Elle dépend de la paramètre m. On vérifie que la somme des probabilités est égale à 1.

En effet =

Alors d’après un résultat de l’analyse, la somme infinie

ou

Par conséquent

1. Les moments de la loi de Poisson P(m)

E(X) = m

V(X) = m

L’espérance mathématique et la variance de la Loi de Poisson sont égales au paramètre m de cette loi.

1. Champ d’application :

- La loi d’attente, pannes de machines, appel téléphonique dans un standard etc…

La loi de Poisson intervient dans la modélisation des phénomènes aléatoires où le futur es indépendant du passé.

- La loi de Poisson concerne les phénomènes où les conditions d’application de la loi binomiale sont réunies :

- répétition indépendante d’une même épreuve dichotomique ;

- la valeur de l’application mesurable est le nombre de succès k dans n

épreuves dont le nombre est grand.

- le produit np a une valeur finie d quelques unités…

- Théorème de convergence :

Si la variable aléatoire X suit la loi binomiale β(n,p) avec n , p

 , alors on peut remplacer la loi binomiale par la loi de Poisson de paramètre m = np

- Calcul numérique :

La loi d Poisson est un calcul relativement aisé pour les petites valeurs de k. Elle est tabulée pour certaines valeurs du paramètre m.

Exercice :

Lors d’une enquête par sondage sur un grand nombre d’individus, 2% des personnes interrogées acceptent de ne pas rester anonymes. Sachant que l’un des enquêteurs a interrogé 250 personnes, calculer la probabilité que :

1. Ces 250 personnes souhaitent rester anonymes
2. 3 personnes acceptent de ne pas rester anonymes
3. Plus de 10 personnes acceptent de ne pas rester anonymes.

Réponse :

Soit X le nombre de personnes ne souhaitant pas rester anonymes.

Après analyse, on déduit que X suit une loi binomiale β(250, 0,02)

Mais n est grand et p = 0,02, on peut approximer cette loi binomiale par loi de Poisson de paramètre np = 5

1. Par conséquent :

P{X = 0} = = 0,0067

En utilisant cette loi binomiale on aurait obtenu :

P{X = 0} =

Résultat peu différent du résultat précédent, ce qui signifie l'approximation

1. P{X = 3} =
2. P{X 10} = 1 - P{X = 1 – P{X < 11} = 1 – 0,986 = 0,140

La valeur 0,986 étant lue directement sur la table cumulée.

1. APPLROXIMATION DE LOI BINOMIALE PAR UNE LOI DE POISSON

Soit X une variable aléatoire dont la loi de probabilité est une loi de paramètres

n = 100 et p = 0,02

On a P{X = k} = pour k = 0, 1, 2,…… 100

Cette loi de probabilité est fortement dissymétrique. Les valeurs significatives sont

groupées autour de k = np = 100 x 0,02 = 2. Les probabilités correspondantes aux

valeurs élevées de k sont extrêmement faibles et pratiquement négligeables.

Comme n étant élevé et la valeur de p faible, l’expression de la loi binomiale est d’un

maniement difficile.

On montre qu’une très bonne approximation des diverses probabilités peut être

obtenue au moyen de la loi de Poisson de paramètre m = np = 2

d’où P{X = k} =

Cette approximation correspond à une propriété de la loi binomiale

On montre que :

si n → et p → 0, np = constante = m

alors

En pratique si n , p et np on peut remplacer la loi binomiale par la loi de Poisson de paramètre np.

1. LOI NORMALE OU LOI DE LAPLACE – GAUSS
2. Définition

Soit X une variable aléatoire continue pouvant prendre toutes les valeurs de à , on dira qu’elle suit un loi normale, dite loi de Gauss si sa densité de probabilité est :

f(x) =

On notera en abrégé que X suit une loi N(m,

m et sont les paramètres de cette loi et e = 2,71828

f(x)

--------------------

-------------------------

0 (m – m (m + x

1. Valeurs caractéristiques :

E(X) = m

V(X) =

Si m = 0 la loi normale est dite centrée

Si m = 0 et = 1 la loi normale est centrée réduite ou normalisée, la densité de probabilité est alors :

f(x) =

Si l’on pose T = , T est appelé variable aléatoire normale centrée réduite.

1. Importance de la distribution de Laplace-Gauss

La loi de Laplace-Gauss est importante pour plusieurs raisons :

1. Les distributions statistiques réelles s’en approchent très fréquemment.
2. Lorsque la valeur que prend un caractère a des causes très nombreuses et indépendantes les unes des autres, les valeurs de ce caractère sont normalement distribuées.

La loi de Laplace-Gauss constitue une bonne approximation des lois binomiales et de Poisson. On dit que la loi normale Laplace-Gauss est une loi limite.

La moyenne arithmétique de n variables aléatoires suivant une même loi de probabilité tend à devenir une variable de Laplace-Gauss lorsque n augmente indéfiniment.

1. Propriétés de la distribution de Laplace-Gauss.

Soit la fonction de répartition de la loi de Laplace - Gauss

Par définition

y

y =

0 t x

D’autre part : P{t1 2 } =

y

0 t1 t2

Soit Φ(t) la probabilité que x soit comprise entre 0 et t y

0 t x

La fonction de répartition est liée à par la relation :

étant la valeur de

Exercice 1

La variable aléatoire X suit la loi normale N(18,3). Calculer la probabilité de chacun des évènements suivants :

X

Solution 1

1. Si la variable aléatoire suit la loi la variable aléatoire T définie par

T = suit la loi normale centrée réduite.

Ainsi X = 3T + 18

Calculer de P{ X

D’après la table de la fonction de répartition :

P{T

P{ X

1. P{ équivaut à P{3T + 18  
   P{ = P{ T } avec

P{

D’après la table

Donc P{

1. P{15 équivaut à P{15

= P{- 1

= 1,33) – [1 –

= P{15 = 0,7495

1. P{14

= P{- 1,33

=

=

P{14

Exercice 2

La variable aléatoire X suit la loi normale de moyenne 2 et d’écart-type 0,1

Calculer le nombre h dans les cas suivants :

1. P{X
2. P{X
3. P{2 – h

Solution 2

Si X suit la loi normale N(2,0,1) alors la variable aléatoire T définie par T = suit la loi normale centrée réduite. D’où X = 0,1T + 2

1. D’où P{ X équivaut à P{ T

Cette dernière égalité montre que est négatif.

Donc

Soit la table donne

Donc

1. P{X

D’où P{ T équivaut à P

De la table de la fonction de répartition de la loi N(0 ,1) nous obtenons

P{ T d’où 0,68 = donnant 0,068 =2 – h

alors h = 1,932

1. P{2 – h

D’où {2 – h 0,1T + 2

P{ donc 2

De la table de la loi normaleN(0,1) , nous obtenons

d’où et h = 0,128

1. APPROXIMATION DE LA BINOMIALE PAR LA LOI NORMALE

La probabilité en matière de la loi binomiale est :

P{X} =

avec E(X) = np et V(X) = npq

Pour n grand, cherchons une approximation de P{X} par une loi autre que la loi de

Poisson. Faisons le changement de variable : T = et remplaçons

X par Tnp

Un raisonnement long conduit à obtenir une approximation de P{X} par la formule :

P {X} =

L’expression est dite expression de la loi normale centrée réduite.

Elle donne la densité de probabilité d’une variable aléatoire t variant de

La fonction t est tabulée.

Les conditions d’approximation de la loi binomiale β(n,p) par la loi normale N(m,

sont :

* n
* np
* npq
* p n’est ni voisine de 0 ni de 1

Exercice :

On tire un échantillon de taille n = 40 dans une population comportant une proportion p = 0,4 d’individus présentant le caractère C, par exemple posséder une voiture.

Déterminer la probabilité d’observer dans l’échantillon exactement 20 individus possédant le caractère C.

Solution :

Le nombre d’individus présentant le caractère C dans l’échantillon est une variable aléatoire binomiale

E(X) = np = 16

V(X) = npq = 9,6 et par excès

Mais comme la taille de l’échantillon est suffisamment grande n et la proportion p = 0,4 n’est voisine de 0 ni de 1, la loi binomiale peut valablement être approximée par une loi normale ayant pour paramètre m = 16 et

β(40 ; 0,4) → N(16 ; 3,1)

La variable t centrée réduite correspondant à x = 20 est :

t =

Par consultation de la table de la loi normale N(0 ; 1) et interpolation linéaire on trouve

y(t) = 0,1737 (table 5)

d’où f(x) =

La probabilité d’observer 20 individus est de 0,056

A titre de vérification, la probabilité exacte est :

P{X = 20} = =

CHAP IV – L’INTERPRETATION DES SONDAGES ALEATOIRES

INTRODUCTION :

Il s’agit de déterminer certaines caractéristiques d’une population :

- moyenne

- écart-type

- proportions d’éléments A et Ᾱ

etc….

à partir des valeurs correspondantes observées sur un échantillon extrait de cet ensemble.

On sait qu’il n’y a pas de certitude absolue quant à la précision des informations recueillies par sondage ; une part d’aléa est inhérente à cette méthode.

Le problème se pose donc à partir des observations effectuées sur l’échantillon, d’estimer avec le maximum d’efficacité la valeur des caractéristiques de la population et d’apprécier la précision de cette estimation.

A - DISTRIBUTION D’ECHANTILLONAGE DE LA MOYENNE ARTHIMETQUE

La distribution des diverses valeurs que peut prendre la moyenne

d’échantillon calculée sur tous les échantillons possibles de même taille d’une population donnée porte le nom de distribution d’échantillonnage.

D’une façon générale la distribution d’échantillonnage caractérise les fluctuations d’échantillonnage de toute statistique (moyenne, variance, proportion, etc) calculée sur tous les échantillons possibles de même taille.

La moyenne arithmétique calculée sur tous les échantillons possibles d’une population diffère d’un échantillon à un autre et va prendre diverses valeurs autour d’une valeur centrale.(moyenne de la population).

Les fluctuations de autour de cette valeur centrale seront quantifiées par une mesure de dispersion qui est l’écart-type de la moyenne arithmétique que l’on peut observer sur chaque échantillon.

Celle-ci est donc une variable aléatoire qui peut prendre diverses valeurs selon les résultats de l’échantillonnage et possédera une distribution de probabilité.

Exemple

Supposons qu’une population compte 5 éléments numérotés de 1 à 5, et le poids respectif de chacun est :

n° 1 x1 = 116 kg

n° 2 x2 = 118 kg

n° 3 x3  = 120 kg

n° 4 x4  = 122 kg

n° 5 x5  = 124 kg

Déterminez la distribution des moyennes de tous les échantillons, l’expérience d’échantillonnage étant avec remise.

La moyenne de la population est

La variance

Echantillonnage de la population avec remise

Exemple :

Supposons que nous voulons former tous les échantillons possibles de taille n = 2 de cette population en effectuant un tirage avec remise.

Dans ce cas, il y a 52  échantillons possibles. Chacun d’entre eux ayant une probabilité 1/25 d’être choisi. Les résultats possibles sont :

|  |  |  |  |
| --- | --- | --- | --- |
| Echantillon n° | Eléments | Echantillonnage | Moyenne de l’échantillon |
| 1  2  3  4  5 | 1.1  1.2  1.3  1.4  1.5 | 116 – 116  116 - 118  116 – 120  116 – 122  116 – 124 | 116  117  118  119  120 |
| 6  7  8  9  10 | 2.1  2.2  2.3  2.4  2.5 | 118 – 116  118 – 118  118 – 120  118 – 122  118 – 124 | 117  118  119  120  121 |
| 11  12  13  14  15 | 3.1  3.2  3.3  3.4  3.5 | 120 – 116  120 – 118  120 – 120  120 – 122  120 – 124 | 118  119  120  122  124 |
| 16  17  18  19  20 | 4.1  4.2  4.3  4.4  4.5 | 122 – 116  122 – 118  122 – 120  122 – 122  122 – 124 | 119  120  121  122  123 |
| 21  22  23  24  25 | 5.1  5.2  5.3  5.4  5.5 | 124 – 116  124 – 118  124 – 120  122 – 122  122 - 124 | 120  121  122  123  124 |

Les moyennes des échantillons varient entre 116 et 124 et certaines entre elles reviennent plus souvent.

La distribution de fréquences des moyennes des échantillons se présentent comme suit :

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | Fréquence | Fréquence relative | Ecarts  | | Carrés des écarts | Carrés des écarts x fréquence |
| 116  117  118  119  120  121  122  123  124 | 1  2  3  4  5  4  3  2  1 | 1/25  2/25  3/25  4/25  5/25  4/25  3/25  2/25  1/25 | 4  3  2  1  0  1  2  3  4 | 16  9  4  1  0  1  4  9  16 | 16/25  18/25  12/25  4/25  0  4/25  12/25  18/25  16/25 |

100 /25

Var(x) = 4

Calculons la moyenne et la variance de

E(

Par conséquent E(

Calculons maintenant l’ampleur de la dispersion des moyennes

On trouve Var(

Nous constatons que les moyennes des sont moins dispersés autour de la moyenne ( m ) de la population que les valeurs individuelles V(

Si nous continuons avec l’échantillon de taille n = 3, il y aura 125 échantillons possibles et la moyenne d’échantillonnage de restera égale 120 ; cependant la variance des moyennes de 125 échantillons va diminuer et on trouvera dans ce cas

Var( ainsi de suite

En résumé :

Si on prélève avec remise un échantillon aléatoire de taille n à partir d’une population finie dont les éléments possèdent un caractère mesurable de moyenne m et de variance alors la moyenne d’échantillon suit une loi de probabilité de moyenne E(xi) = m et de variance Var(xi) =

L’écart-type de la moyenne

Remarques

1. Lorsque l’échantillonnage est effectué sans remise, on doit apporter une correction.

Dans ce cas : Var(

Toutefois, le facteur de correction peut être ignoré si le taux de sondage est inférieur à 10%.

1. Le nombre d’échantillons possibles est
2. La moyenne d’échantillons est aussi appelée moyenne échantillon ale.

B – THEOREME CENTRAL LIMITE

Pour connaître exactement la distribution d’échantillonnage de la moyenne d’échantillons , il faut connaître la distribution de la population qui a été échantillonnée, ce qui n’est pas toujours possible ou c’est si le cas, on peut l’apparenter à une forme possible.

Cependant, il existe en statistique un théorème important qui va nous permettre de contourner cette difficulté.

1. THEOREME

Si des échantillons aléatoires de taille n sont prélevés d’une population infinie dont les éléments possèdent un caractère mesurable x de moyenne E(x) = m et de variance V(x) = , la distribution d’échantillonnage de la variable aléatoire tend alors à se rapprocher d’une loi normale de moyenne E( et de variance V( et ce, d’autant plus que la taille de l’échantillon est grande.

En pratique ce théorème s’applique dès que  , on peut déduire une valeur fiable de en calculant la variance s2  de l’échantillon tel que :

s2 = alors

1. TRANSFORMATION DE LA VARIABLE ALEATOIRE EN UNE VARIABLE CENTREE REDUITE

La variable centrée réduite s’obtient de façon suivante :

VCR =

Donc, Z =

distribuée d’après la loi normale centrée réduite lorsque est distribuée suivant la loi normale. Ainsi, la probabilité que soit comprise entre deux valeurs a et b.

Pr{

1. RESUME DES DIFFERENTES SITUATIONS CONCERNANT L’ECHANTILLONNAGE D’UNE POPULATION

Soit un échantillon de taille n d’une population dont les éléments possèdent un caractère mesurable m et

La moyenne d’échantillon est une variable aléatoire, la distribution possède les propriétés suivantes selon les caractéristiques de la population. Les cas suivants sont à distinguer :

1er cas : Population normale et variance connue

1. la distribution xi  est normale
2. la moyenne de la distribution de
3. l’écart-type de la distribution

Les fluctuations de l’écart-réduit Z =

2ème cas : La distribution de la population et la variance sont inconnues.

Dans ce cas, on utilise les résultats du théorème central limite

1. la distribution de xi est approximativement normale
2. la moyenne de la distribution de
3. l’écart-type de la distribution d’échantillonnage de est :

s2 = et qui donne une borne approximation

Les fluctuations de l’écart-réduit Z = suivent la loi normale réduite.

CHAP V LA THEORIE DE L’ESTIMATION

A partir des observations effectuées sur l’échantillon, le problème se pose d’estimer avec le maximum d’efficacité la valeur de telle ou telle caractéristique de la population :

- moyenne

- proportion

- variance etc…

Ces estimations peuvent s’exprimer soit :

- par une seule valeur, c’est l’estimation ponctuelle ;

- par intervalle, c’est l’estimation par intervalle

Ces estimations seront accompagnées d’une certaine marge d’erreur puisque l’échantillon ne donne que qu’une information partielle.

1. ESTIMATION PONCTUELLE

Estimer un paramètre par un nombre, c’est chercher une valeur la plus rapprochée

du paramètre inconnu.

Un estimateur de est une fonction qui, aux valeurs de l’échantillon, il fait correspondre

. ………..

dans lequel

Lorsqu’un paramètre inconnu d’une population statistique est estimé par un seul nombre déduit des résultats d’un échantillon, ce nombre est appelé un estimateur ponctuel du paramètre.

Remarque : l’estimateur dépend des observations d’un échantillon aléatoire. De ce fait, il est également une variable aléatoire.

Propriétés d’un estimateur

1. Estimateur sans biais ou sans dispersion

étant un paramètre de valeur inconnue et  l’estimateur de

Un estimateur est sans biais si la moyenne de sa distribution d’échantillonnage est

égale à la valeur du paramètre de la population à estimer, c'est-à-dire si :

E( ) =

Si l’estimateur est biaisé, son biais est mesuré par :

Biais = E() -

1. Estimateur convergent

Un estimateur  est convergent si la distribution tend à se concentrer autour de la

valeur inconnue à estimer à mesure que la taille de l’échantillon augmente, c'est-à-dire si

V( à mesure que n tend vers l’infini. est un estimateur convergent de m puisque

lim V(Remarques :

* Un estimateur sans biais et convergent est absolument correct
* Un estimateur qui est asymptotiquement sans biais et convergent est dit estimateur correct.

1. Estimateur efficace

Un estimateur sans biais est plus efficace (ou simplement efficace) si sa variance est l

la plus faible parmi les autres variances des autres estimateurs sans bais.

Ainsi, sont deux estimateurs sans biais du paramètre , l’estimateur est plus efficace si :

1. ESTIMATION PAR INTERVALLE

Estimer par intervalle un paramètre consiste à trouver deux nombres a et b telle

la probabilité de à estimer soit :

Pr{

( est le seuil de confiance ou d’acceptation (choisi à priori). L’intervalle (a , b) est l’intervalle de confiance.

étant le coefficient de risque.

Cet intervalle de confiance signifie que, si nous répétons un grand nombre de fois un échantillon de taille n de la même population, par exemple dans 100 (1 – cas sur 100, l’intervalle recouvre la valeur du paramètre.

Pour déterminer cet intervalle, l’on doit connaître la distribution d’échantillonnage (distribution de probabilité) de l’estimateur correspondant, c'est-à-dire connaître la façon dont sont distribuées toutes les valeurs possibles de l’estimateur obtenues à partir de tous les échantillons possibles de taille prélevés dans l population.

2-1 Estimateur d’une moyenne par intervalle de confiance

On propose d’estimer, par intervalle de confiance, la moyenne m d’une population l’écart-type est

On tire au hasard dans la population un échantillon de n unités et soit la moyenne correspondante.

On répète un grand nombre de fois le tirage de n unités

On montre que la moyenne de l’échantillon est une variable aléatoire qui suit une loi de Laplace GAUSS de moyenne arithmétique m et d’écart-type dès que l’effectif de l’échantillon dépasse une trentaine d’unités.

Si la distribution du caractère mesurable est inconnue ou si la variance de la population est inconnue, un échantillon de taille n nous permet, d’après le théorème central limite, de considérer que suit approximativement un loi normale.

La probabilité que soit compris dans l’intervalle [m - t

Nous pouvons écrire x -

* Dans le cas d’un échantillon tiré avec remise
* Dans le cas d’un échantillon exhaustif

On a donc la possibilité, avec une probabilité fixée et à partir d’un échantillon, de déterminer un intervalle dans lequel la moyenne doit se trouver, la possibilité d’estimer la moyenne arithmétique.

Quand l’écart-type de la population est connu, le calcul ne présente pas de difficulté.

Mais, quand l’écart-type n’est pas connu, on prendra pour valeur approchée l’écart-type calculé sur l’échantillon.

Exemple :

Sur un échantillon de 100 pièces industrielles, on a relevé une côte déterminée x. On a trouvé une moyenne avec un écart-type

1. Estimer la moyenne vraie m par un intervalle de confiance à 95% , à 98%, 99,7%
2. Quel devrait être l’effectif de l’échantillon pour situer la moyenne m dans un intervalle de 0,6 mm avec un sécurité de 98% ?

Solution :

1. est estimé par

- Les limites de l’intervalle de confiance à 95% sont données par :

On a donc 49,69mm

- Les limites de l’intervalle de confiance à 98% sont :

On a ainsi 49,63mm

- Les limites de l’intervalle de confiance à 99,7% sont :

Soit 49,51mm

1. Pour situer la moyenne m dans un intervalle de 0,6mm avec une sécurité de 98%,

l’effectif de l’échantillon doit vérifier l’égalité suivante :

Soit 2,33 x

d’où n = 155

2-2 Estimation d’une proportion par intervalle de confiance

On se propose d’estimer la proportion des individus possédant le caractère C, une proportion qui est inconnue. Prélevons un échantillon de n individus dans lequel on détermine la proportion des individus possédant le caractère C, proportion pe  = . Le pourcentage pe  = est donc une variable aléatoire, il varie suivant l’échantillon prélevé de façon aléatoire. Les pourcentages p1, p2,…………,pn  constituent une série statistique appelée distribution d’échantillonnage des pourcentages.

Puisque la seule information dont nous disposons résulte de l’observation de l’échantillon, la meilleure estimation de p est p = pe.

Nous savons également que la distribution d’échantillonnage du pourcentage

p = est une loi binomiale de moyenne p et d’écart-type

Pour n assez grand, n et p ni trop voisin ni de 0 ni de 1, la loi binomiale peut valablement être approximée par la loi normale de même moyenne et de même écart-type.

Si l’on fixe un seuil de confiance 1 – , il existe un réel unique

tel que Pr{

Comme p est inconnu et intervient au niveau des bornes de son propre encadrement :

1. La première méthode consiste à remplacer p par pe. Mais comme est un écart-type, il faut le multiplier par et nous obtenons :

L’intervalle est l’intervalle de confiance de p au seuil de confiance ou au coefficient de risque

1. Une autre méthode consiste à utiliser le résultat suivant : sur l’intervalle de probabilité [0 ; 1] le produit p(p – 1) est maximal si

En majorant on obtient comme intervalle

L’élargissement de cet intervalle n’est considéré comme acceptable que si pe est comprise entre 0,3 et 0,7. Dans le cas particulier où que l’on peut majorer par 2.

Si pe est comprise entre 0,3 et 0,7 un intervalle de confiance p au risque

Exemple :

On considère une urne contenant des boules identiques mais de couleurs différentes.

On tire au hasard une boule de l’urne, on note sa couleur et on la remet dans l’urne. Sachant que une suite de 400 tirages, on a obtenu 88 fois une boule blanche, donnez une estimation de la proportion des boules blanches dans l’urne et l’intervalle de confiance correspondant aux coefficients de risque 2% et de 5%

Solution

Le pourcentage de boules blanches dans l’échantillon étudié est :

p =

Puisque la seule information disponible résulte de l’observation, la meilleure estimation de p0  est p.

p0  = p = 0,22

Comme n et que p0  n’est pas trop voisin ni de 0 ni de 1, la répartition d’échantillonnage du pourcentage est très proche d’une loi normale de moyenne p0 et de l’écart- type

Nous avons ainsi (1 – ) % chances de ne pas nous tromper en affirmant que la valeur exacte de p0 est comprise dans l’intervalle :

Or

L’intervalle de confiance est donc :

1. pour

Soit 0,22 –  ; 0,22 + (2,326 x 0,0207)

L’intervalle est donc (0,1718 ; 0,268)

1. pour

Soit 0,22 – ; 0,22 + (1,96 x 0,0207)

L’intervalle est donc (0,1794 ; 0,26)

CHAP VI LA THEORIE DES TESTS D’HYPOTHESE

INTRODUCTION :

L’information du statisticien, ne porte que sur un nombre limité de valeurs qui composent l’échantillon. C’est la méthode de l’estimation qui consiste à fournir des réponses générales à partir d’informations partielles.

Bien des problèmes dans la pratique ne se présentent pas toujours en termes d’estimation mais en termes de comparaison, comparaison d’une côte obtenue à partir d’un sondage aléatoire à une norme fixée à priori ou encore à comparer entre eux les résultats de deux échantillons différents.

La résolution de ces problèmes de comparaison à partir d’échantillons aléatoires repose sur un mode de raisonnement statistique désigné sous le nom de TEST D’HYPOTHESE

1. Concepts importants dans l’élaboration d’un test d’hypothèse

Définitions

1. Hypothèse statistique : Une hypothèse statistique est un énoncé, une affirmation concernant les paramètres d’une population.
2. Test d’hypothèse : Un test d’hypothèse ou test statistique est une démarche qui a pour but de fournir une règle de décision permettant sur la base de résultats d’échantillon, de faire un choix entre deux hypothèses statistiques.

Les hypothèses statistiques qui sont envisagés à priori s’appellent :

- l’hypothèse nulle notée H0

- l’hypothèse alternative dite H1

Un des aspects importants d’un test d’hypothèse est de convenir d’avance à quelle condition l’une ou l’autre des hypothèses sera considéré comme vraisemblable.

Hypothèse nulle H0, l’hypothèse selon laquelle on fixe à priori un paramètre de la population à une valeur particulière s’appelle l’hypothèse nulle H0.

N’importe quelle autre hypothèse qui diffère de l’hypothèse H0 s’appelle l’hypothèse alternative ou contre-hypothèse notée H1.

C’est l’hypothèse nulle qui est soumise au test et toute la démarche du test s’effectue en considérant comme vraie.

Si le test conduit, d’après le résultat de l’échantillon, au rejet de l’hypothèse nulle, nous considérons alors l’hypothèse alternative H1 comme vraisemblable plutôt que H0.

Notons que, quelle que soit notre décision, elle peut être erronée :

* soit en refusant (H0) alors qu’elle est vraie. Ce risque d’erreur s’appelle risque de première espèce et est généralement noté
* soit en acceptant (H0) alors qu’elle est fausse. Ce risque d’erreur est appelé risque de seconde espèce et est généralement noté

1. Seuil de signification d’un test d’hypothèse

Le risque consenti à l’avance et qui est noté , de rejeter à tort l’hypothèse nulle

H0 alors qu’elle est vraie( et de favoriser alors l’hypothèse alternative H1 ) seuil de signification du test et s’énonce en probabilité comme suit :

Le tableau suivant résume la situation

|  |  |  |
| --- | --- | --- |
| **H0**  **Décision** | **Vraie** | **Fausse** |
| Accepter | Décision correcte(risque 1 –) | Erreur de seconde espèce (risque ) |
| Refuser | Erreur de première espèce( risque ) | Décision correcte risque(1 – ) |

Exemple :

Un marchand livre à un client des lots d’objets. Un contrat fixe la proportion maximale d’objets défectueux que comporter chaque lot :

Par rapport à ce contrat, le service de réception du client peut être amené à commettre deux types d’erreurs.

|  |  |  |
| --- | --- | --- |
| Lots  Décision | Corrects | Défectueux |
| Accepter | Décision correcte | Erreur de seconde espèce :  Risque de l’acheteur |
| Refuser | Erreur de première espèce :  Risque du commerçant | Décision correcte |

Remarque :

La conclusion déduite des résultats de l’échantillon suivant la règle de décision qu’on aura adoptée aura un caractère probabiliste. La prise de décision entraîne un certain risque qu’elle soit erronée. Ce risque est donné par le seuil de signification du test.

A ce seuil de signification, on fait correspondre sur la distribution d’échantillonnage de la statistique ou sur celle de l’écart-réduit, une région de rejet de l’hypothèse nulle appelée également région critique. L’aire de cette région correspond à la probabilité . Cette région de rejet H0 est constituée d’un ensemble des valeurs de la statistique qui conduiront au rejet H0.

Sur la distribution d’échantillonnage correspondra aussi une région complémentaire dite région de non rejet de H0 appelée également région d’acceptation 1 -

La valeur observée de la statistique déduite des résultats de l’échantillon appartient soit à la région de rejet de H0, soit à la région de non rejet de H0 (on favorise alors l’hypothèse H1)

COMPARAISON A UN STANDARD

Le problème de comparaison d’une grandeur estimée à partir d’un échantillon à une valeur fixée à priori (standard, norme, etc…) est très fréquent. Exemples : pourcentage d’erreurs ou déchets, valeur moyenne d’un composant électronique etc… sont-ils égaux aux valeurs spécifiées ?

Ce problème revient au test de deux hypothèses alternatives H0  et H1

L’hypothèse H1 peut prendre des formes différentes suivant la nature de la question posée, étant comparée à un standard

Chacun de ces 3 cas à des règles de tests différents : dans le premier la région critique est tout entière à droite de l’intervalle de variation de  ; dans le second entièrement à gauche, dans le troisième systématiquement à droite et à gauche de l’intervalle de variation.

1. Test relatif à une moyenne

Prélevons un échantillon de taille n de la variable X. Sa moyenne échantillonnale

étant . Considérons la moyenne de X pour toute la population soit m. En raison des fluctuations d’échantillonnage peut différer de m. Proposons-nous de tester, sur la base observée, si la moyenne m peut être considérée comme égale à une valeur m0 fixée à priori.

En fonction du problème posé, on définit les deux hypothèses alternatives H0  et H1, qui selon les cas pourront être :

Si la population est distribuée normalement de variance connue ou si l’effectif de l’échantillon est suffisamment grand, la moyenne suit une loi normale N(m ;.

Supposons que l’hypothèse H0(m = m0) soit exacte, la variable :

suit une loi N(0,1)

Etant donné le seuil de signification , on peut déterminer la région correspondant à chacun des 3cas précédents.

Ainsi, dans le 3ème test d’hypothèse la région d’acceptation est de la forme

Les valeurs de étant déterminées de façon à ce que la probabilité

Pr{choisir H0/H0 vraie} = Pr{

La région d’acceptation est donc définie par :

où est la valeur de la variable N(0,1)

tel que :

l1  m0 l2

Cela signifie que, si l’hypothèse H0 est vraie, le risque de prélever un échantillon aléatoire de taille n tel que est au plus égal à (seuil de risque fixé).

La règle de décision du test en résulte :

- on rejette H0 avec le risque de se tromper

- on n’a aucune raison de rejeter H0 donc on l’accepte mais on a encore un risque de seconde espèce non quantifiée de se tromper.

Remarque

Si l’écart-type est inconnu, on remplace

puis on calcule et on applique la règle de décision précédente.

Exercice 1

Une machine produit des pièces dont la moyenne des diamètres est de m0 = 50 et de . Seuil de risque retenu 5%. Sur un échantillon de 100 pièces la moyenne est de 50,1.

Alors

On a donc

En conclusion, la machine est déréglée avec le risque de se tromper.

Exercice 2

Une machine fabrique des pièces métalliques en série. Elle a été réglée pour que le diamètre de celle-ci soit égal à 12,60mm, mais une certaine variabilité est inévitable. Sur un échantillon de 100 pièces, on a observé une moyenne .

Le réglage de la machine peut-il encore être considéré comme correct ?

Seuil de signification .

Solution :

Dans cet exemple, on se propose de tester l’hypothèse :

La taille de l’échantillon étant suffisamment grande pour que la moyenne d’échantillon suive une loi normale

La vraie valeur de est inconnue, mais on l’estimer valablement par s2  tel que :

s = 0,40

En supposant l’hypothèse H0 exacte, la variable T :

est distribuée normalement.

En raison des hypothèses alternatives retenues, la région d’acceptation sera de la forme :

Pour le seuil de signification , la valeur de la variable normée est telle que :

La région d’acceptation sera donc :

La valeur observée se trouvant à l’intérieur de cette région d’acceptation n’est pas contradiction avec l’hypothèse H0.

Les mesures effectuées sur l’échantillon ne mettent pas en doute le réglage de la machine.

1. Test sur une proportion

Dans cette section, nous nous proposons de tester si la proportion p d’éléments dans la population qui présentent un certain caractère qualitatif peut être considérée ou non comme égale à une valeur hypothétique p0.

La proportion p d’individus dans la population est inconnue. La proportion pe observée dans l’échantillon aléatoire peut être différer en raison de fluctuations d’échantillonnage.

Le tableau suivant précise les conditions du test

|  |  |
| --- | --- |
| TEST RELATIF A UNE PROPORTION  Conditions d’application : Echantillon de grande taille prélevé au hasard d’une population binomiale de sorte que .  Taille des cas n est suffisante  Hypothèse nulle H0: p = pe  Seuil de signification :  Ecart-réduit et sa distribution :  En supposant H0 vraie et selon les conditions d’application, l’écart-réduit  est distribuée suivant N(0,1) | |
| **Hypothèses alternatives** | **Règle de décision** |
|  |  |
|  |  |
|  |  |

On pourrait également préciser les règles de décision en fonction des valeurs critiques de p soient :

|  |  |
| --- | --- |
| **Hypothèses alternatives** | **Règle de décision** |
|  |  |
|  |  |
|  |  |

Exercice d’application :

Aux dernières élections un parti politique a obtenu 42% des suffrages. Au dernier sondage effectué par un cabinet d’études, on a obtenu 458 voix en faveur de ce parti sur 1041 électeurs.

Le Chef de parti déclara que la popularité de son parti était à la hausse. Au seuil de signification que penser de cette affirmation ?

Réponse

1. Hypothèses statistiques :

H0 : p = 0,42

H1 : p

1. Seuil de signification
2. Conditions d’application : il faut que

On a 1041 x 0,42 = 437,22

1041 x 0,58 = 603 78

Ce qui est suffisant

1. La statistique qui convient pour le test est pe estimateur de p :

L’écart-réduit est, selon les conditions d’application et en supposant H0  vraie.

p0 = 0,42 variable aléatoire distribuée suivant une loi N(0,1)

1. Règle de décision :

De façon évidente, le risque n’est pas réparti de façon symétrique

La zone d’acceptation est à gauche.